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- Big FFTs: Efficient and parallel FFTs over large characteristic [7]
- Sparse polynomial arithmetic, pseudo-division, normal form [3]
- Triangular decomposition via regular chains [2]
- Lazy multivariate power series, Weierstrass preparation, factorization via Hensel's lemma [4]
- Fourier-Motzkin elimination: new algorithm, complexity measures [8]
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Motivation: encode the algebraic hierarchy as a class hierarchy for ease-of-use field $\subset$ Euclidean domain $\subset$ GCD domain $\subset$ integral domain $\subset$ ring

Goal: maintain strict object type safety and mathematical type safety.
$\rightarrow$ via polymorphism, a simple hierarchy has no mathematical type safety
$\rightarrow$ e.g. $\mathbb{Z} / 17 \mathbb{Z}, \mathbb{Q}[x]$ are both Euclidean domains, but incompatible.
Solution: curiously recurring template pattern, template metaprogramming
$\rightarrow$ Abstract class hierarchy encodes the interface of each algebraic type
$\rightarrow$ Template parameter makes interface mathematically safe at compile-time
$\rightarrow$ Polys automatically decide algebraic type (superclass) based on ground ring

```
template <class Derived>
class BPASRing { Derived add(Derived x, Derived y) };
template <class Derived>
class BPASEuclideanDomain : BPASGCDDomain<Derived>;
class Integer : BPASEuclideanDomain<Integer>;
template <class Ring, Deriverd>
class Polynomial : conditional< is_base_of<Ring, BPASField<Ring>,
    BPASEuclideanDomain<Dervied>, BPASRing<Derived> >;
```
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$13 x^{2} y^{3} z^{2}+5 x^{2} y+7 y^{3} z+11 y z^{4}:=\underbrace{$| 13 | $2\|3\| 2$ | 5 | $2\|1\| 0$ | 7 | $0\|3\| 1$ | 11 | $0\|1\| 4$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  Term 2  |  |  |  |  |  |  |  |}$_{\text {Term 1 }} \underbrace{\text { Term 4 }}_{\text {Term 3 }}$

$\mathbb{Z}\left[X_{1}, \ldots, X_{5}\right]$ multiplication and Euclidean division (time (s) vs number of terms; varying sparsity)
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