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Abstract The concepts of pseudo-bordered and pseudo-unbordered words are
in large part motivated by research in theoretical DNA computing, wherein the
Watson-Crick complementarity of DNA strands is modelled as an antimorphic
involution, that is, a function # which is an antimorphism, 6(uv) = 6(v)0(u),
and an involution, 8(6(u)) = u, for all words u,v over the DNA alphabet. In
particular, a word w is said to be 6-bordered (or pseudo-bordered) if there exists a
word v € X1 that is a proper prefix of w, while 6(v) is a proper suffix of w. A word
which is not #-bordered is -unbordered. This paper continues the exploration of
properties (for the case where 6 is a morphic involution) of the set of #-unbordered
words, Dg(1), and the sets of words that have exactly ¢ 6-borders, Dg(i), i > 2.
We prove that, under some conditions, the set Dy(i) is disjunctive for all ¢ > 1,
and that the set Dj(1)\ D(i) is disjunctive for all i > 2, where D(i) denotes the
set of words with exactly ¢ borders. We also discuss conditions for catenations of
languages of #-unbordered words to remain #-unbordered, and anticipate further
generalizations by showing that the set of all f-bordered words is not context-free
for all morphisms 6 over an alphabet X with |X| > 3 such that 6(a) # a for all
a € X and 0% equals the identity function on X.

Keywords Bordered words - unbordered words - pseudo-bordered words -
pseudo-unbordered words - DNA computing - disjunctivity

1 Introduction

Combinatorics on words, coding theory, and formal language theory have had a
wide range of applications ranging from bioinformatics, to cryptography, to DNA
computing. For example, the concepts of periodicity and primitivity are at the root
of pattern-matching and data compression algorithms, [5,6,33], and the study of
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codes is essential in determining the unique decipherability of encoded messages,
[28]. Notably, the recent connection with DNA computing has motivated a new
line of study wherein classical concepts are generalized to ones where the identity
function is replaced with more general pseudo-identity functions. A representative
example of such a generalization is the concept of antimorphic involution which
models the DNA Watson-Crick complementarity, as described below.

DNA single strands can be viewed as strings over the DNA alphabet {A, C, G, T'}.
The Watson-Crick complementarity is the property whereby two DNA single
strands of opposite orientation and with complementary “letters” at each posi-
tion can bind together by hydrogen bonds to form a DNA double strand with its
well-known double helical structure [29]. Given an alphabet X, an antimorphic
involution 6 is a function that is an antimorphism, that is, 8(uv) = 6(v)0(u),
Yu,v € X*, and an involution, that is, 8(0(x)) = x, Vx € X*. Thus, the first
property (antimorphism) models the fact that DNA single strands that bind to
each other must have opposite orientations, and the second property (involution)
models the letter-to-letter complementarity of the two single strands (whereby A
binds to a T, and C binds to a G) that is necessary for the binding to occur.

Note that a DNA single strand and its Watson-Crick complement are informa-
tionally equivalent, since one uniquely determines the other and viceversa. Thus, a
DNA strand and its Watson-Crick complement can be viewed in a sense as “identi-
cal”, and this motivated the idea of generalizing the notion of identity function to
pseudo-identity functions, such as antimorphic involutions. Some of the new con-
cepts in combinatorics on words and coding theory that were thus obtained are:
Pseudo-periodicity, [8,23], pseudo-commutativity, pseudo-conjugacy, [20], pseudo-
palindrome, [21,9], involution codes, [3,16,17], etc. Some of these concepts were
further generalized in [10-12] by replacing the morphic involution with length-
preserving, erasing and uniform morphism functions. Also, independently, the no-
tion of periodicity was extended to periodic-like words, [2], weakly periodic words,
[7], also known as Abelian periodic words, [4], and pseudoperiodic words, [1].

A non-empty word w is said to be bordered if there exists a word that is a
proper prefix and a proper suffix of w. A word which is not bordered is called un-
bordered. In [19] the notion bordered word was generalized to that of a §-bordered
word (also called pseudo-bordered word), where 6 is (anti)morphic involution: A
word w is said to be -bordered if there exists a word v € X'T that is a proper prefix
of w, while 6(v) is a proper suffix of w. Naturally, a word which is not 6-bordered
is f-unbordered. Properties of f-bordered and f-unbordered words were explored
in, e.g., [15,19]. The classical notions of bordered and unbordered words have also
been generalized to pseudo-knot-bordered words in [22], where a non-empty word
w is said to be pseudo-knot-bordered if w = zya = f0(yx) for o, B, z,y € .

In this paper we continue to explore the properties of #-bordered and 6-
unbordered words, for morphic involutions 6. The main focus is on disjunctivity
properties of sets of #-bordered words and some other related languages. The pa-
per is organized as follows. Section 2 includes basics definitions and notions used
throughout the paper. In Section 3 we prove, e.g., that under some conditions,
the set of all §-bordered words with exactly ¢ 0-borders, Dy(7), is disjunctive for
all # > 1 (Theorem 3). In Section 4 and 5, we discuss relationships between and
among the sets Dg(1), the set of all #-unbordered words, and the set D(4), of all
bordered words with exactly ¢ borders. In particular, we show that, under some
conditions, the set Dj(1)\ D(i) is disjunctive for all i > 2 (Theorem 4). In Sec-
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tion 6 we discuss some conditions for catenations of languages of #-unbordered
words to remain #-unbordered, and offer a preview of further generalizations of
these results by proving that the set of all §-bordered words is not context-free for
all morphisms 0 over an alphabet X with || > 3 such that 0(a) # a for all a € X
and 6% equals the identity function on X.

2 Basic definitions and notations

An alphabet X is a finite non-empty set of symbols. X* denotes the set of all
words over X, including the empty word A\. £ 7T is the set of all non-empty words
over Y. The length of a word u € X* (i.e. the number of symbols in a word) is
denoted by |u|. By X™ we denote the set of all words of length m > 0 over X.
The complement of a language L C X is L¢ = X"\ L. For a language L C X and
i>2,let LD = {u'ju € L} and L' = L and L™ = L" 'L for n > 2. A word is
called primitive if it cannot be expressed as a power of another word. Let ) denote
the set of all primitive words. A function 6 : X* — X* is said to be a morphism
if for all words uw,v € X" we have that 6(uv) = 6(u)0(v), an antimorphism if
O(uv) = O(v)f(u), and an involution if 62 is an identity on X*. If for all a € X,
|8(a)| = 1, then 6 is called literal (anti)morphism'. A -power of a word u, [8]
is a word of the form ujuz...u, for n > 1 where u1 = v and u; € {u,6(u)} for
2 <i < n. A word is called 0-primitive, [8], if it cannot be expressed as a 6-power
of another word. Let Qg denote the set of all f-primitive words. For (anti)morphic
involution 0, a word u € X* is called a 6-palindrome, [21,9], if u = 6(u). Let Py
denote the set of all f-palindromes.

For a language L C X*, the principal congruence Pr determined by L is
defined as follows: for any =,y € X* such that © # y, * = y(Pr) if and only
ifurv € L & wuyv € L for all u,v € X*. The index of Pr is the number of
equivalence classes of Pr. L is said to be disjunctive if Pr, is the identity, i.e.,
for any x # y € X" there exists u,v € X* such that uav € L and uyv ¢ L or
viceversa. A language L C X" is said to be dense if for all u € X%, LNX*uX™ # ().
Every disjunctive language is dense and every dense language contains a disjunctive
subset, [27].

Definition 1 1. For v,w € X, w is a prefix of v (w <, v) iff v € WX™.

For v,w € X¥*, w is a suffix of v (w <; v) iff v € X" w.

SdZSp N <s.

For uw € X*, v € X" is said to be a border of u if v <4 u, i.e., u = vx = yYv.

For v, w € X*, w is a proper prefix of v (w <p v) iff v € WX,

For v,w € X*, w is a proper suffix of v (w <5 v) iff v € ZTw.

<g=<p N <s.

For uw € X*, v € X* is said to be a proper border of u if v <4 u.

For u € ¥, denote by L4(u) = {v € ¥*|v <4 u}, the set of all borders of a

word u € X*.

10. vq(u) = |La(u)|.

11. Denote by D(i) = {u € YT |vg(u) = i}, the set of all words with exactly 4
borders for ¢ > 1.

LN O N

1 By (anti)morphism we mean either a morphism or an antimorphism.
y P p P
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12. A word u € X7 is said to be a bordered word if there exists v € X7 such that
v <qu,ie., u=uvr=yv for some z,y € 7.

13. A non-empty word which is not bordered is called unbordered. Thus, D(1) is
the set of all unbordered words over Y.

For a word w, Pref(w) = {u € X*|3v € ¥*,w = wv} and Suff(w) = {u €
YT 3w € X*,w = vu} denotes the set of all prefixes and suffixes respectively.
Similarly, the set of all proper prefixes and proper suffixes of a word w can be
defined as PPref(w) = {u € X*|3v € ¥, w = wv} and PSuff(w) = {u € X*|3v €
Yt w = wvu} respectively. For further notions in formal language theory and
combinatorics on words the reader is referred to [13,25,27,32].

The following definitions extend the notion of bordered and unbordered words
to f-bordered and #-unbordered words and for any (anti)morphism on X™.

Definition 2 [19] Let 6 be either a morphism or an antimorphism on X*.

For v,w € X*, w is a f-prefix of v (w gf, v) iff v € O(w)X™.

For v,w € ¥*, w is a O-suffix of v (w <% v) iff v € T*O(w).

<e=<pN <L

For u € X*, v € ¥* is said to be a 6-border of u if v <Y u, i.e., u = vz = yo(v).

For w,v € X*, w is a proper f-prefix of v (w <5 v) iff v € H(w) X T.

For w,v € X*, w is a proper f-suffix of v (w <% v) iff v € ¥ (w).

<I=<,n <l

For u € X*, v € X* is said to be a proper #-border of v if v <% u.

For u € X%, define by LY(u) = {v € £*|v <4 u}, the set of all §-borders of a

word u € X*.

10. V8 (u) = L),

11. Denote by Dg(i) = {u € XT|vi(u) = i}, the set of all words with exactly i
0-borders for ¢ > 1.

12. A word u € X is said to be #-bordered if there exists v € X7 such that
v <Y u,ie., u=wvr=1yd(v) for some z,y € X+,

13. A nonempty word which is not -bordered is called -unbordered. Thus, Dy (1)

is the set of all §-unbordered words over X.

© 0N oUW =

Recall that every disjunctive language has infinitely many principle congruence
classes whereas the number of principle congruence classes for regular language is
finite. Hence, it is clear that disjunctive languages are not regular.

The following proposition provides a necessary and sufficient condition for a
language to be disjunctive, and will be used throughout this paper.

Proposition 1 [27] Let L C X*. Then the following two statements are equiva-
lent:

1. L is a disjunctive language.
2. Ifu,v € X7, u#w, |u| = |v|, then u # v(Pr).

While proving disjunctivity or any other properties of the sets of words with
exactly ¢ borders or ¢ §-borders, D(i) or Dg(7) respectively, one of the important
tools is the knowledge about the number of borders and #-borders of a word.
Proposition 2 characterizes the number of borders of a power of a primitive word.

Proposition 2 [14] For any f € Q and j > 1, va(f?) = va(f) +j — 1.
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Similarly, Lemma 1 provides a characterization for the number of #-borders of
a @-palindrome, for morphic involutions.

Lemma 1 [19] Let u be a 0-palindromic primitive word and j be an integer, j > 1.
Then, for a morphic involution 0, vg(u?) = vi(u) +j — 1.

The following lemma provides a sufficient condition for a word to be bordered.

Lemma 2 [1/] Let u € XT\D(1). Then there exists v € X* with |v| < |—;| such
that v <q u.

By the definition of an unbordered word, it is clear that the set of all unbordered
words D(1) is a subset of set of all primitive words @, i.e., D(1) C Q. A similar
inclusion does not hold in the case of set of all #-unbordered words Dgy(1) and
the set of all #-primitive words Qp for a morphic involution 6, as demonstrated
by following example. The example also demonstrates the fact that QQp is not a
subset of Dg(1).

Ezample 1 Let X = {a,b, c}, 6 be a morphic involution such that 6(a) = b, 6(b) =
a and 0(c) = c. Let u = abaa, then u € Dg(1) but u = abaa = ab(a)aa ¢ Qp and
hence Dy (1) € Qg. Now, let v = acb, then u € Qg but u = acb = ach(a) ¢ Dy(1)
and hence Qg Z Dy(1).

However, for a morphic involution 6, the set Dg(1) N Qg # (. For example, if
Y ={a,b,c} such that 8(a) = b, 8(b) = a and 0(c) = ¢, then abc € Dy(1) N Qp.
Moreover, the set Dg(i) N Qo # 0 for all 4 > 1.

3 Disjunctivity properties of Dg(%)

In [14] it was shown that the languages D(i), D(i)NQ and D(i)NQY) are disjunc-
tive for ¢ > j > 1. In this section, we will prove the disjunctivity of the set Dy(%)
for all ¢ > 1 (Theorem 3). Also, we know from Example 1 that neither Dg(1) C Qg
nor Qo C Dy(1) but Dg(i) N Qg # B for all ¢ > 1. Furthermore, in this section we
will prove that the set Dg(i) N Q32 is disjunctive for i > 2 (Corollary 1).

In the previous section, we have seen a sufficient condition for a word to be
bordered. The following lemma provides a sufficient condition for a word to be
f-bordered in the case when 6 is a morphic involution.

Lemma 3 [18] Let 6 be a morphic involution and let uw € 2T\ Dg(1). Then there
exists v € X* with |v] < % such that v < u.

Theorem 1 and 2 are mentioned for completeness.

Theorem 1 [18] Let 6 be a morphic involution on X*, where X is an alphabet
with |X| > 2 that contains letters a # b such that a # 0(b). Then the set of all
0-unbordered words, Dg(1) and set of words with exactly two 6-borders Dg(2) are
disjunctive.

Theorem 2 [18] Let 6 be a morphic involution on X, where X is an alphabet
with |X| > 3 that contains letters a # b such that a & {6(b),0(a)}. Then the set
[Do(1) N D(1)]™ is disjunctive for any even number n > 2.
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While Theorem 1 proves the disjunctivity of the set Dy(7) for the cases i = 1,2,
we will prove (Theorem 3) that the set Dy(i) is disjunctive for all ¢ > 3 as well.

We first need several auxiliary results. In the previous section, we mentioned
a characterization of the number of borders of a power of a primitive word. Now,
we will provide a characterization of the number of #-borders of a f-power of a
f-unbordered word for morphic involution 6 (Proposition 3). Note that here we
consider a special case of a f-power of a word w = uiu2 ... un, where u; = u when
¢ is odd and u; = 6(u) when ¢ is even for 1 < ¢ < n. The following lemma is needed
for the proof of Proposition 3.

Lemma 4 Let 0 be morphic involution such that 6(a) # a for alla € ¥. If u €
Dy(1), then for w = (uB(u))*, v’ <, u we have that (uf(uw)) v, (uf(u)) ub(u') ¢
Li(w) for all k > j > 1.

Proof We will prove the result by contradiction. Let k > j > 1 and v’ <, u.
First, assume that (uf(u))’u’ <% w. Then, there exists a, f € X7 such that
w = (uh(u)* = (uh(u))v'a = B(A(u)u)’d(u’). Since |u’'| < |u|, we have that
O(u') <s O(u) which implies 8(u) = u”0(u’) for v € X+. This implies that
O(u") <p u since u”’ <, O(u). But then, (uf(u))* = (ub(uw))* tuu0(u') =
B(O(u)u)? " 0(u)ub(u’) which implies u” <5 u since |u”| < |u| which further im-
plies that 0(u”) <% u, i.e., u ¢ Dg(1), a contradiction. Hence, (uf(u))’u’ ¢ Lf(w).
Now, let (uf(u))’uf(u') <4 w. Then there exists o/, 8’ € X such that w =
(ub(w))* = (ub(uw))ub(u')a’ = B'(0(u)u)?O(u)u’. Since |u'| < |u|, which implies
u' <s 0(u), i.e., O(u') <s u which further implies u’ <3 v and hence u ¢ Dgy(1), a
contradiction. O

Proposition 3 Let 0 be morphic involution such that 6(a) # a for all a € X. If
u € Dg(1), then w = (uf(u))"™ € Dg(n+ 1) for alln > 1.

Proof We will prove this statement by induction on n.

Let n = 1, then for w = uf(u), since u € Dg(1), LY(w) = {\, u}. Hence
w = uf(u) € Dg(2).

Let n = 2, then for w = uf(u)ub(u), by Lemma 4 uf(u)u’, uf(u)ud(u') ¢ L% (w)
where v/ € PPref(u) and hence LY(w) = {\, u,uf(u)u}. Thus w € Dg(3).

Let us assume that the result holds for n = k, i.e., w = (uf(u))* € Dy(k + 1).

Now, we will prove that the result holds for n = k+1. We have w = (uf(u))* ™! =
(uf(u))*ub(u). By inductive hypothesis, we know that (uf(u))* € Dy(k + 1).
Also, by Lemma 4, (uf(u))*u/, (uf(u))*ud(u’) ¢ L4(w) for some u' <, u. Thus,
Li(w) = LY((uf(u))*) U {(ub(u))*u} and hence w € Dy (k + 2).

Hence, w = (uf(u))™ € Dg(n+ 1) for all n > 1. O

In the preceding two results we considered a special case of #-powers, namely,
words w consisting of alternations of u and 6(u). Under certain conditions, if in
such words the first occurrence of u is replaced by v # u, then the word w becomes
f-unbordered, as showed by the following result.

Lemma 5 Let 6 be a morphic involution on X*, where X is an alphabet with
|X| > 2 that contains letters a # b such that a # 0(b). Let © # y, z,y € X™,
m >0, x,y € 0(b)X*. Then, for all i > 2,

a™yO(b)(0(a™z0(b))a™z0(b)) " 20(a™x0(b)) € Dg(1).
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Proof Let us assume that
w = a™yd(b)(O(a™zO(b))a" (b)) " 20(a"z0(b)) ¢ Dp(1).

Then there exists v € 21 such that v <§ w, i.e., w = va = B6(v) for some a, § €

Xt Let w = w'0(a™z0(b)) where w' = a™y0(b)(6(a™z0(b))a™x0(b))* 2. Then,

by Lemma 3, it is enough to consider only the cases when 1 < |v| < (2m+1)(i—1).
Case 1: v=a"for 1 <k <m. Then,

w=w'0(a™z(b)) = BO(a”)

which implies 6(a) = b, a contradiction.
Case 2: v =a™y' for y = y'y"” where 3y’ € X1 and y/ € X*. Then,

w=w'0(a™zh(b)) = BO(a™y).

Now, since |a™y'| < [a™z0(b)|, 0(a™y") <s 0(a™z0(b)), i.e., 0(a™20(b)) = 0(a™)bO(z")b =
B'0(a™y’) for x = O(b)z’ where 2’ € X*. This implies 6(a) = b, a contradiction.
Case 3: v = a™y0O(b). Then,

w=w'0(a™xh(b)) = BO(a"yo(b))

which implies z = y, a contradiction.
Case 4: v = a™yf(b)A(a") for 1 < k < m. Then,

w=w0(a™zO(b)) = BO(a™yb(b))a"

which implies a = b, a contradiction.
Case 5: v = a™y0(b)0(a™z1) for x = x1x2 where z1 € X1 and 22 € X*. Then,

w=w'0(a™z0(b)) = BO(a"yb(b))a" x1.

Now, since 2m > |a™z1| > |0(z)b] = m+1, (z)b <s a™z1, ie., a™x1 = '(x)b =
a'bd(x')b with |o'| < m and = = 6(b)z’ for 2’ € X*. This implies a = b, a
contradiction.

Case 6: v =a™y0(b)0(a™z6(b)). Then,

w=w'0(a™xh(b)) = BO(a"yo(b))a™ 20(b)

which implies 6(a) = a, a contradiction.
Case 7: v = a™y0(b)A(a™z0(b))a” for 1 < k < m. Then,

w=w'0(a™zO(b)) = BO(a™yO(b))a™z0(b)0(a").

which implies f(a) = b, a contradiction
Case 8: v = a™yd(b)0(a™x0(b))a™x} for x = zixh where 2} € X1 and x5 €
2)*. Then,
w=w'0(a™x0(b)) = BO(a"yo(b))a" 20(b)0(a" x7).

Now, since |ba™x]| < |[a™z0(b)| = 2m+1, 0(ba™x}) <s 0(a™20(b)), i.e., 0(a™z0(b)) =
a20(ba™z!) where |az| < m. This implies 8(a) = 0(b), i.e., a = b, a contradiction.
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Case 9: v = a™ybH(b)(O(a™xH(b))a™z(b))* where 1 < k < =2, Then,

w = a"y0(b)(O(a"z0(b))a"z0(b)) " 20(a 20(b))
= a™yb(b)(B(a™zO(b))a"z0(b)) "2 FA(a™zO(b)) (a™ O (b)O(a™ zO(b)))"
= BO(a™yb (b)) (a™zO(b)0(a™ zO(b)))".

which implies 6(z) = 6(y), i.e., z = y, a contradiction.
Since all the cases lead to a contradiction, w € Dy(1). O

The next lemma is used for proving the main result of this section.

Lemma 6 [18] Let  be a morphic involution and a,b € X, a #b. Let x,y € X™,
m > 0. Then

1. a™x0(b) € Dg(1).
2. Ifa # 0(a), z = O(b)x’, ' € £* and k > m, then (a*y0(b))(a*z(b)) € Dy(1).

Now, we will prove the main result of the section which shows that, under
certain conditions, the set of words with exactly ¢ -borders, Dy(i), is disjunctive
for all 7 > 1 and morphic involutions 6.

Theorem 3 Let 0 be a morphic involution on X*, where X is an alphabet with
| 2| > 2 that contains letters a # b such that a # 0(b) and 6(a) # a for all a € X.
Then the set of all 8-bordered words with ezactly i 8-borders, Dg(i), is disjunctive
for all i > 1.

Proof By Theorem 1, Dy(7) is disjunctive for ¢ = 1,2. Now, we will prove the
result for ¢ > 3. Let z,y € X", 2 #Zy, m =n+ 1, n > 0. Let u = a™6(b),
v =0(b)(0(a™0(b)z0(b))a™0(b)x0 (b)) ~20(a™0(b)xH(b)). Since a # b, by Lemma 6,
we have a"0(b)x6(b) € Dg(1) and by Proposition 3,

uzv = [a™0(b)z0(b)0(a™0(b)xO(b))] " € Dy(i).
Further by Lemma 5,
uyv = a™0(b)yd(b)[0(a™8(b)z0(b))a™O(b)xO(b)]'20(a"0(b)zO(b)) € Dp(1).

Therefore, © # y(Pp,(;)) for every z,y € X1, x # y, |z| = |y| and i > 3. Hence,
by Proposition 1, Dg() is disjunctive for i > 1. O

Let {a,b} C X' be such that a ¢ {b,0(b)} and 6 be a morphic involution. Then
forx € X" n > 0and m = n+1, it is clear that a™0(b)x0(b), 0(a™0(b)x0(b)) € Qo.
Thus, we have following result as a consequence of Theorem 3.

Corollary 1 Let 6 be a morphic involution on X, where X is an alphabet with
|X| > 2 that contains letters a # b such that a # 0(b) and 6(a) # a for all a € X.
Then the set Dg(i) N Q3 ™2 is disjunctive for all i > 2.
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4 Disjunctivity of the set D} (1)\D(z)

Let us consider the relationship between the set of all words with exactly ¢ 6-
borders, Dy(i), and the set of all words with exactly 7 borders, D(i), for ¢ > 1,
an alphabet X, and morphic involutions 6 such that 0(a) # a for all a € X. It
is clear that in general neither Dg (i) C D(¢) nor D(i) C Dy(i). However, the set
Do(i) N D(i) # 0 for all ¢ > 1. For example, if X' = {a,b,c} such that 8(a) = b,
0(b) = a and 0(c) = ¢, then abc € Dy(1) N D(1) and abba € Dy(2) N D(2).
Moreover, Theorem 2 proved that the set (Dg(1) N D(1))™ is disjunctive for any
even number n > 2. In this section, we will show that, under certain conditions,
the set D(1)\D(4) is disjunctive for i > 2 (Theorem 4).

In order to show that the language Dj(1)\D(i) is disjunctive, we need to char-
acterize some catenations of unbordered and #-unbordered words. The following
proposition shows such a relationship.

Proposition 4 [31] Let {a,b} € ¥ and let x,y € bX™ with x # y. If |z| = |y|
or |z| > |y| and x € yaX™, then for k > |z| > |y, (a®xb)(a®yb)! € D(1) and
(a®yb)i (a*xb)’ € D(1) for all 1,7 > 1.

Similarly, in Proposition 5 we show the relationship between some catenations
of powers of two #-unbordered words and the set of all f-unbordered words.

Proposition 5 Let 6 be a morphic involution on X* and let a,b € X such that
a ¢ {0(a),b}. Let x,y € 0(b)X™ with x # y. Then for all k > |z| > |y, i,j > 1,
(a*20(b))*(a*y0(b))? € Do(1) and (a*y0(b))’ (a"z0(b))" € Dy(1).

Proof To prove the result, we will use Lemma 11 of [19] which states that (Pref(u))N
Suff(v) = 0 and the set of all words in uTv™ are f-unbordered are equivalent state-
ments. Hence we need to show that,

0(Pref(a"y0(b))) N Suff(a*z0(b)) = 0 and O(Pref(a*z0(b))) N Suff(a*yo(b)) = 0.

First, let |x| = |y|. Then, from Lemma 6 and since z,y € 6(b)X™*, we have
that, (a*y0(b))(a*z0(b)) € Dy(1) and (a*z60(b))(a*y0(b)) € Dg(1). Therefore,
if |#| = |y|, then O(Pref(a®z0(b))) N Suff(a*yf(b)) = @ and O(Pref(a*yh(b))) N
Suff(a*z6(b)) = 0.

Now, let |z| > |y|. We will only prove that 8(Pref(a*z0(b)))NSuff(a*y0(b)) = 0,
since the other equality can be proved similarly. Let us assume that 8(Pref(a®z6(b)))N
Suff(a®yf(b)) # 0, i.e., there exists w € X such that w € O(Pref(a*z0(b))) N
Suff(a®y0(b)), i.e. O(w) <4 (a*x0(b))(a*yO(b)). By Lemma 3, it is enough to con-
sider only the cases when 1 < |w| < k + |z].

Case 1: |w| < k. Then w = (a™) = y"”0(b) for some 1 <n < k and y = y'y”, for
y' € X1 and y’ € X* which implies 6(a) = 6(b), i.e., a = b, a contradiction.

Case 2: k < |w| < k + |z|. Then w = 0(a*)0(z") = a™y0(b) for some 1 < n < k
and x = 2’2", 2/, 2" € ¥* which implies §(a) = a, a contradiction.

Since both the cases lead to a contradiction, we have that

0(Pref(a”z0(b))) N Suff(a*yo(b)) = 0
Similarly, we can prove that 8(Pref(a*y0(b))) N Suff(a*z6(b)) = 0. Hence,
(a"y0())" (a"z0(b))’, (a"20(b))’ (a“y0(b))" € Do(1).
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We will illustrate Proposition 5 with the following example.

Ezample 2 Let ¥ = {A,C,G, T} and 6 be a morphic involution such that 6(A4) =
T, 6(G) = C and viceversa. Let k = 3,71 =2, j =1 and let x = TAG,y = TC.
Since x # y, z,y € TX*, 0(a) # a for all a € ¥ and k > i > j, we have that,

(GGGTAGT)Q(GGGTCT) = GGGTAGTGGGTAGTGGGTCT € Dy(1) and
(G’GGTC’T)(GGGTAGT)2 = GGGTCTGGGTAGTGGGTAGT € Dy(1).
The following lemma is needed for proving the main result of this section.

Lemma 7 [18] Let 0 be a literal (anti)morphism on X* and let a,b € X such that
a#0(b). Letx #y, z,y € X™, m > 0. Then:

1. a™z0(b) € D(1).
2. If z = O(b)a’, ' € % and k > m, then (a"y0(b))(a"z0(b)) € D(1).

Now, we will prove one of the main results of the section which shows that,
under certain conditions, the set Dg(1)\D(7) is disjunctive for all ¢ > 2, alphabet
X, and morphic involutions 6.

Theorem 4 Let |¥| > 3 and 6 be a morphic involution on X* such that 0(a) # a
for some a € X. Then Dg(1)\D(3) is disjunctive for all i > 2.

Proof Since | Y| > 3 and 0(a) # a for all a € X there exists ¢ # a such that 6(a) = ¢
and 6(c) = a. Also, since | X| > 3, there exists b € X such that b # a, b # ¢ = 0(a).
Let z,y € X", x #y, m=n+1,n > 0. Choose u = (a™6(b)z0(b))""*a™8(b) and
v = 0(b). Since a # b, by Lemma 6, a™0(b)z0(b) € Dy(1). Also, since a # 0(b),
a™@(b)x0(b) € Q and by Lemma 7, a™0(b)z0(b) € D(1). Hence by Proposition 2,
va((@™(b)z0(b))") = i. Thus,

uzv = (a™0(b)z0(b))" € Dy(1) N D(i).

On the other hand, by Proposition 4, since |z| = |y|, (a™8(b)z0(b))* "1 (a™0(b)yb(b)) €
D(1) and hence

uyv = (a™0(b)xA(b)) " (a™O(b)yB(b)) € D§(1)\D(i) for i > 2.

Thus, = # y(PDé(l)\D(i)) for every z # y, |z| = |y| and i > 2. Hence, by Proposi-
tion 1, Dj(1)\D(i) is disjunctive for all i > 2. O

We know from [30] that D(1)\X C D?(1). Moreover, D(i)\X" ¢ D**!(1) for
i > 2, see [31]. However, for a morphic involution 6, we have that Dy(1)\X ¢
D?(1). For example, let {a,b} € ¥ be such that #(a) = b and 6(b) = a. Then
w = abaa € Dg(1) but there does not exist any u,v € Dg(1) such that w = uv
and u,v # A. Theorem 5 establishes, under certain conditions, the relationship
between Dg(i) and Dg(1) for ¢ > 2. The following is a known result, here with a
different proof.

Lemma 8 [15] Let 6 be a morphic involution on X* and uw € X7 . Then u € Dy(1)
if and only if 6(u) € Dp(1).
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Proof Let u € Dg(1). Assume that 6(u) ¢ Dp(1). Then there exists v, o, f € X
such that 6(u) = va = 86(v) which implies v = 6(v)8(a) = 0(8)v which further
implies u ¢ Dg(1), a contradiction. Hence 0(u) € Dg(1). Similarly, we can prove
that if O(u) € Dg(1) then u € Dg(1). O

Theorem 5 Let 6 be a morphic involution on X, where X is an alphabet with
|X| > 2 that contains letters a # b such that a # 0(b) and 0(a) # a for all a € X.
Then the set D3*(1)\Dy(i + 1) is disjunctive for all i > 1.

Proof Let z,y € X", x #y, m=n+1,n > 0. Let u = a™0(b),
v = 0(b)(0(a™0(b)z0(b))a™0(b)z0(b)) " 0(a™0(b)z0(b)).

Since a # b, by Lemma 6, we have a™60(b)z0(b) € Dg(1). Hence by Lemma 8,
0(a™0(b)z0(b)) € Do(1). Thus, by Proposition 3,

uzv = (a"™0(b)z0(b)A(a™0(b)xA(b)))" € Dp(i + 1) N Dg'(1).
Further by Lemma 5,
uyv = a™0(b)yd(b)(0(a™0(b)z0(b))a™0(b)z0(b)) " 0(a™0(b)z0(b)) € Dg(1)

and hence uyv € D3*(1)\Dg(i+1) for i > 1. Therefore, x Z Y(Ppzi(1)\ D, (i41)) for
every z,y € X, x #y, |x| = |y| and i > 1. By Proposition 1, D3*(1)\Dg(i + 1) is
disjunctive for ¢ > 1. m]

5 Disjunctivity of the set (Dg(2) N D(2))\(Dp(1) N D(1))* for k = 1,2

We have already discussed some relationships between the sets Dg(i) and D(i). In
particular, the intersection of these two sets is a non-empty set and that, under
certain conditions, the sets Dj(1)\D(i) are disjunctive for all 4 > 2. A natural
question that arises in this context is what are the relationships between the sets
Dy (i) N D(7) for different values of 4 > 1. In this section, we will show that under
certain conditions the set (Dg(2)ND(2))\(Dg(1)ND(1))* is disjunctive for k = 1,2
(Theorem 6).

In order to prove the disjunctivity of the set (Dg(2) N D(2))\(Dg(1) N D(1))¥,
k = 1,2, we need to characterize a word or set of words that have exactly two bor-
ders and two 6-borders. The following proposition provides such characterization.

Proposition 6 Let 0 be a morphic involution such that 6(a) # a for all a € X,
let uw € Dg(1) N D(1) and let u' € Pref(u) U Suff(u) UO(Suff(u)) with v’ # u. Then
w = uf(u)u'0(u)u € Dy(2) N D(2).

Proof Let w = uf(u)u'0(u)u. Let us assume that u’ € Pref(u). Clearly, {\,u} C
La(w) and {\,uf(u)} C LY(u). Now, we need to show that L4(w) C {\,u} and
LY(u) C {\, ub(u)}. Since a # 0(a) for all a € X, ub(u) ¢ Ly(w) and u ¢ LG (u).
Let us assume that = € Lg(w) or y € LY(w), i.e. © <4 w or y <Y w such that
z,y & {\u,uf(u)} and let, |u| = m,|u’| = n where m > n > 0. Since x,y ¢
{u,uf(u)}, the cases |z| = |y| = m and |z| = |y| = 2m are not possible. Thus we
have following 5 cases to consider.
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Case 1: If 0 < |z| < m, then = € Pref(u) N Suff(u) which implies v ¢ D(1), a
contradiction.

If 0 < |y| < m, then y € Pref(u) N 6(Suff(u)) which implies u ¢ Dy(1), a
contradiction.

Case 2: If m < |z| < 2m, then for u = ujuz = vjuh and |u1| = |ub|, we will get
= ub(u1) = 0(ub)u = viubf(u1) = O(ub)uiuh where ui,ua,u),us € X which
implies 0(u1) = uy which further implies u ¢ Dg(1), a contradiction.

If m < |y| < 2m, then for u = usus = uiuy and |usz| = |u}l|, we will get
y = ub(usz) = uj0(u) = usulf(us) = u)40(us)0(uy) where us,us,u,uy € T
which implies 0(uz) = 6(u}), i.e., us3 = uj which further implies u ¢ D(1), a
contradiction.

Case 3: If 2m < |z| < 2m+n, then x = uf(u)u] = us(u)u where uj <, v’ <p
w and uhy <s u’ for uj,ub € X, Since, |u}| < |u/| < |u|, ui <s u which implies
u ¢ D(1), a contradiction.

If 2m < |y| < 2m + n, then y = uf(u)us = O(uy)ub(u) where uy <, u’ <p u
and ujy <s v for uk,uy € X1, Since |ub| < |u'| < |ul, us <s O(u), i.e., O(ul) <su
which implies u ¢ Dy(1), a contradiction.

Case 4: If 2m +n < |z| < 3m + n. Then z = uf(u)u'0(u1) = O(u2)u'0(u)u
where u1 <, u and ug <s u for ui,uz € X. Since, |u1| < |ul, 8(u1) <s u which
implies u ¢ Dy(1), a contradiction.

If 2m +n < |y| < 3m + n. Then y = uf(u)u'0(uz) = va6(v')ub(u) where
uz <p u and us <% u for uz,us € LT, Since, |uz| < |ul, O(us) <s O(u), ie.,
u3 <s u which implies u ¢ D(1), a contradiction.

Case 5: If 3m +n < |z| < 4m + n. Then = = uf(w)u'0(u)ur = u20(u)u'0(u)u
where u1 <p u, uz <s u for u1,us € 1. Since, |u1| < |u|, u1 <s u, which implies
u ¢ D(1), a contradiction.

If 3m +n < |y| < 4m +n. Then y = uf(u)u'0(u)us = 0(us)ud (v’ )ub(u) where
usz <p u, O(us) <s u for uz,us € X7, Since, |us| < |ul, us <s O(u), i.e., O(uz) <s u
which implies u ¢ Dy (1), a contradiction.

If we assume that v’ € Suff(u) or v’ € 0(Suff(u)), we will reach a similar
contradiction.

Since all the cases lead to a contradiction, w € Dy(2) N D(2). O

We illustrate Proposition 6 with the following example.

Ezample 3 Let X = {A,C,G, T} and 0 be a morphic involution such that 6(A) =
T, 0(G) = C and vice versa. Let u = GTA and v' = GT. Then for w =
ub(u)u'O(u)u = GTACATGTCATGTA, LY(w) = {\, GTACAT} and Lg(w) =
{\,GTA}. Hence w € Dy(2) N D(2).

Similarly, we need to prove that the words of the form mentioned in Proposi-
tion 6 cannot be decomposed as a catenation of less than three words which are
unbordered as well as #-unbordered.

Proposition 7 Let 6 be a morphic involution such that 6(a) # a for all a € ¥
and let u € Dg(1) N D(1), v’ € Pref(u) U Suff(u) U 0(Suff(u)) such that v’ # u,
then uf(u)u'0(u)u ¢ (Dg(1) N D(1))™ for 1 <n < 2.

Proof Let us assume that w = uf(u)u'0(u)u € (Do(1) N D(1))™ for 1 < n <
2. Let us assume that u’ € Pref(u). The case n = 1 is not possible since by
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Proposition 6, w € Dg(2) N D(2). Hence, let n = 2, i.e., uf(u)u'0(u)u = viva
where v1,v2 € Dg(1) N D(1). Then we have following cases to consider.

Case 1: v1 = u, v2 = 0(u)u'0(u)u. Then va € Dg(2), a contradiction.

Case 2: v1 = uf(u), v2 = u'6(u)u. Then, v1 € Dy(2), a contradiction.

Case 3: v1 = uf(u)u’, v2 = O(u)u. Then v2 € Dg(2), a contradiction.

Case 4: v1 = uf(u)u'0(u), v2 = u. Then v1 € Dg(2), a contradiction.

Case 5: v1 = u1, v2 = u20(u)u'0(u)u where u = uiuz and u1,u2 € XT. This
implies v2 = u20(u)u'0(u)uiuz € D(2), a contradiction.

Case 6: vi = uf(x1), ve = O(x2)u'0(u)u where u = x122 and 1,22 € X7,
This implies, va = O(z2)u'0(u)z122 € Do(2), a contradiction.

Case 7: vi = uf(u)u}, va = ubf(u)u where v = wiub and uj,uh € T7.
Also, since v’ <, u, v = u'usy = ujubus where uj € X7T. This implies, vi =
wiususf(u)uy, € D(2), a contradiction.

Case 8: vi = uf(u)u'0(u1), va = O(u2)u where u = uiuz and ui,uz € X
which implies, v1 = uiu20(u)u'0(u1) € Dy(2), a contradiction.

Case 9: v1 = uf(u)u'0(u)u1, v2 = uz where u = ujug and ui,us € X, which
implies, v1 = uiu20(u)u'0(w)ur € D(2), a contradiction.

If we assume that v’ € Suff(u) or v’ € 6(Suff(u)), we will reach a similar
contradiction.

Since all cases led to contradictions, w ¢ (Dp(1) N D(1))" for 1 <n <2. 0O

As a consequence of Proposition 6 and 7, we have the following result.

Corollary 2 Let 0 be a morphic involution such that 6(a) # a for all a € X and
let u € Dg(1) N D(1), u' € Pref(u) U Suff(u) U 0(Suff(v)) such that u’ # u. Then
uf(u)u'0(u)u € (Dg(2) N D(2))\(Dg(1) N D(1))™ for 1 <n < 2.

The following result is needed for the proof of Lemma 10.

Lemma 9 [18] Let 0 be a morphic involution on X, where X is an alphabet
with |X| > 3 that contains letters a # b such that a ¢ {0(b),0(a)}. Let x # vy,
z,y € X™, m > 0. Then:

1. a™26(b) € Dg(1) N D(1).

2. Ifx =0(b)x’, 2’ € X* and k > m, then (a*y0(b))(a"z0(b)) € Dg(1) N D(1).

In the following lemma we prove that, for a morphic involution 6, certain words
of the form uf(u)u'0(u)v, where v’ <, u and u # v, are unbordered as well as
f-unbordered.

Lemma 10 Let |X| > 3, 6 be a morphic involution with the property that there
exists a € X such that a ¢ {0(a),b,0(b)}. Then for u,v € X" such that u # v,
n>0and m=n+2,

a™0(b)ub()0(a™0(b)ud(b))a™0(a™O(b)ud(b))a™ 0(b)vd(b) € Dy(1) N D(1).
Proof Let us assume that
w=a"0(b)ud(b)0(a™0(b)ud(b))a(a™O(b)ud(b))a(b)vh(b) ¢ De(1) N D(1),

i.e., there exists w1, w2 € X7 such that wi <q w or we <3 w. By Lemma 2
and Lemma 3, it is enough consider the case |w1| < 5m or |wz| < 5m. Further by
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Lemma 9, taking y = 0(b)u and x = 6(b)v we know that (a™0(b)ud(b))(a™0(b)vO(D)) €

Dy (1) N D(1), hence none of the prefixes of a™0(b)ué(b) can be a border or a 6-

border of w and hence the cases 1 < |wi| < 2m or 1 < |wz| < 2m are not possible.

So, we only need to consider the cases when 2m < |wi| < 5m or 2m < |wz| < 5m.
Case 1: 2m < |w1| < 3m or 2m < |wz2| < 3m. Then,

w1 = a™O(b)ub(b)0(a”) = 0(u2)ba™(b)vh(b) or

wz = a™0(b)ud(b)0(a”) = ub0(b)0(a™)bO(v)b

where 1 < k, k' < m, u = uiug = vhub, ui,u} € X7 and ug,ub € X* which
implies a = b or a = 6(b), a contradiction.
Case 2: |lw1| = 3m or |wz| = 3m. Then,

w1 = a"O(b)ub(b)0(a™) = bO(u)ba™H(b)vh(b) or
we = a"0(b)ub(b)0(a™) = O(b)ud(b)0(a™)bO(v)b

which implies a = b or a = 6(b), a contradiction.
Case 3: |lwi| =3m + 1 or |wz2| = 3m + 1. Then,

w1 = a"0(b)ub(b)0(a™)b = 0(a)bd(u)ba™0(b)v(b) or
wa = a™O(b)ub(b)0(a™)b = ad(b)ub(b)0(a™)b(v)b

which implies a = 0(a) (and a = b) or a = 6(b), a contradiction.
Case 4:3m+1 < |wi] <4m —1or 3m+ 1 < |wz| < 4m — 1. Then,

w1 = a™O(b)ub(b)0(a™)b(u1) = 6(a”)bl(w)ba™ 6 (b)v(b) or

wa = a™O(b)ud(b)0(a™)bO(u}) = a* 0(b)ud()0(a™)bO(v)b

where 2 < k. k' <n+1, u = uius = vhub, ui,uy € T and uo,uh € X* which
implies a = b (and 6(a) = a) or a = 0(b), a contradiction.
Case 5: |lw1| = 4m or |wz| = 4m. Then,

w1 = a"0(b)ub(b)0(a™)b0(u)b = 0(a™)b0(u)ba™0(b)vl(b) or
w2 = a"0(b)ud(b)0(a™)bl(u)b = a™0(b)ub(b)0(a™)bl(v)b

which implies a = 0(a) or 6(u) = 0(v), i.e., u = v, a contradiction.
Case 6: 4m < |w1| < 5m or 4m < |wz| < 5m. Then,

w1 = a™0(b)ud(b)0(a™)bO(w)ba” = a* 0(a)bO(w)ba™0(b)vo(b) or

wa = a™O(b)ub(b)0(a™)bO(u)ba™ = 0(a”*)a™0(b)ud(b)0(a™)bO(v)b

where 1 < k, k', k1, k2 < m which implies a = 6(b) (and @ = 0(a)) or a = b (and
a = 6(a)), a contradiction.
Since all the cases lead to a contradiction w € Dy(1) N D(1). O

The following theorem uses Lemma 10, along with certain conditions on the
alphabet X to show the disjunctivity of the languages (Dg(2) N D(2))\(Da(1) N
D(1))F for k= 1,2.
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Theorem 6 Let |X| > 3 and 0 be a morphic involution such that 0(a) # a for all
a € X. Then (Dg(2) N D(2))\(Dg(1) N D(1))* is disjunctive for k = 1,2.

Proof Let {a,b} € X such that a ¢ {b,0(b)}. Let u,v € X for n > 0 be such that
u # v. Let m = |bub] = n + 2. Now let,

x =a"0(b)ud(b)0(a™0(b)ud(b))a™0(a™O(b)ud(b))a™ 0(b)
and y = 0(b). Then
zuy = a"0(b)ub(b)0(a™0(b)ud(b))a™0(a™0(b)ub(b))a0(b)ud(b) and

vy = a"0(b)ub(b)0(a™0(b)ud(b))a™0(a™0(b)ub(b))a™0(b)vo(b).

By Corollary 2, zuy € (Dg(2) N D(2))\(De(1) N D(1))* for k = 1,2. Now, by
Lemma 10, we know that zvy € Dg(1) N D(1). Therefore, u # v(Pr) for every
u,v € X7 u# v, lu| = [v] and L = (Dg(2) N D(2))\(De(1) N D(1))* for k = 1,2
is, by Proposition 1, disjunctive. a

We conclude this section with some observations on the disjunctivity of some
other languages related to Dg(i), ¢ > 1. Let us recall the definition of a singular
language from [26]. For any language L C X, [26] defines,

(L) ={g€Llgr¢ Lforallz € ¥ and g =yz,2z € ¥, impliesy ¢ L}.

Each element of I(L) is called a singular word in L and L is said to be a singular
language if I(L) # 0.

Theorem 7 [26] Let L' be a disjunctive language and let L be a singular language.
Then LL' is a disjunctive language.

Corollary 3 If X' is such that | X| > 2 and a # 6(a) for all a € X, 0 is a morphic
inwolution on X*, and L is a singular language over X, then the following hold:

1. If there exist {a,b} € X such that a & {b,0(b)} then LDy(i) is disjunctive for
alli > 1.

2. If there exist {a,b} € X such that a ¢ {b,0(b)} then L(Dg(i) N Q3'~?) is
disjunctive for all i > 2.

3. The language L(D}y(1)\D(3)) is disjunctive for all i > 2.

4. If there exist {a,b} € X such that a ¢ {b,0(b)} then L(D3 (1)\Dy(i + 1)) is
disjunctive for all i > 1.

5. The language L((Dg(2) N D(2))\(Dy(1) N D(1))*) is disjunctive for k = 1,2.

Proof 1. By Theorems 3 and 7, LDy(3) is disjunctive for ¢ > 1.
2. By Corollary 1 and Theorem 7, L(Dg(i) N Qgifz) is disjunctive for all i > 2.
3. By Theorems 4 and 7, L(D)\D(4)) is disjunctive for all i > 2.
4. By Theorems 5 and 7, L(D3*(1)\ Dy (i + 1)) is disjunctive for all 5 > 1.
5. By Theorems 6 and 7, L((Dg(2) N D(2))\(De(1) N D(1))*) is disjunctive for
k=1,2.
O
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6 Further remarks on Dy(¢) and related languages

As seen in Section 4, for a word u € Dy(1) there might not exist a decomposition
u = ujug such that ui,us € Dg(1). If, however, such a decomposition exists for
a non-empty word, then that word is said to be Dgy(1)-concatenate. The word u
is said to be completely Dg(1)-concatenate, if u = xy for x,y € X*, imply that
x,y € Dg(1). These notions generalize concepts related to D(1)-concatenate words,
defined in [14].

Ezample 4 Let X = {a,b}, and 0 be (anti)morphic involution such that 6(a) = b
and vice versa. Then u = ab is Dg(1)-concatenate. Also, v = a‘, i > 1 is completely
Dgy(1)-concatenate, but w = aba = (af(a))(a) is not Dy(1)-concatenate and hence
not completely Dg(1)-concatenate.

The following proposition shows that the set of all completely Dg(1)-concatenate
words is regular for an (anti)morphic involution 6.

Proposition 8 Let X be an alphabet, L be the set of all completely Do (1)-concatenate
words over X, and let 0 be an (anti)morphic involution. Then L is regular.

Proof Let ¥ = {a1,a2,...,an}. Let u € L be such that u = a;wa;, 1 <i,5 < n,
w € X*. If w does not contain 0(a;) and 6(a;), then for w = w'w”, w',w"’ € X*,
a;w',w"a; € Dg(1). On the other hand, if w contains 6(a;) or 6(a;), then for
some w',w” € X* w = w'é(a;))w” or w = w'0(a;)w”. Thus we have, u =
(a;w'0(a;))w"a; or a;w’ (0(aj)w”a;), which contradicts to the fact that u is com-
pletely Dg(1)-concatenate. Thus,

n

L= J a(2\{6(a:),0(a;)})"a;.

i=1,j=1
Since a;(X\{0(ai),0(a;)})"a; is regular, L is regular. O

The catenation of §-unbordered words is not necessarily f-unbordered. Addi-
tional conditions, such as the one below, are needed to guarantee that the catena-
tion of #-unbordered words is §-unbordered.

Proposition 9 [19] Let 0 be either a morphic or an antimorphic involution and
letu,v € X be O-unbordered. Then uv is @-unbordered iff 0( Pref(u))NSuff(v)) = 0.

Based on above proposition and the notion of non-overlapped languages de-
fined in [31], we now introduce a new class of languages, called #-non-overlapped
languages. #-non-overlapped languages are a special class of #-unbordered words,
whose additional properties imply that the catenation between any two words in
the language remains f-unbordered.

A pair of words u,v € X1, u # v, is said to be f-non-overlapped iff @(Pref(u))N
Suff(v) = (@ and 6(Pref(v)) N Suff(u) = @. A language L C X7 is said to be
0-non-overlapped if L C Dy(1) and u,v € L, 8(u) # v, implies u and v are #-non-
overlapped.

For a language L, let us denote L((f) = {uf(u)|u € L}. The following results
describe some properties of #-non-overlapped languages.
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Lemma 11 Let 6 be morphic involution and L be 0-non-overlapped. Then 0(L) is
also O-non-overlapped.

The following proposition shows the necessary and sufficient condition for a
language to be #-non-overlapped.

Proposition 10 Let L C X and 0 be a morphic involution. Then L is 0-non-
overlapped language if and only if L C Dg(1) and LQ\LéZ) C Dy(1).

Proof Let L C X7. Assume that L is a §-non-overlapped language. Then L C
Dy(1). Now, let, u,v € L such that v # 0(u), i.e. uwv € L2\L22). Suppose uv ¢
Dg(1), then there exists w € 7 such that w <% uv. If |w| > |u|, then there exists
w’ € X such that w = vw’ and wv = uw'a = BO(u)f(w’) for a, f € XT. Thus
w' <fwvand L € Dy(1), a contradiction. We will reach a similar contradiction if we
assume that |w| > |v|. If |w| < |u| and |w| < |v], then O(w) € O(Pref(u)) N Suff(v),
a contradiction. Hence uv € Dg(1) and LZ\Lé2) C Dg(1).

Conversely, assume that L C Dy(1) and L2\Lé2) C Dg(1). Consider u,v € L
such that v # 6(u). Then, clearly uv € L2\L§2). Suppose u,v are not 6-non-
overlapped, then (Pref(u)) N Suff(v) # @ or O(Pref(v)) N Suff(u) # 0. Let w €
0(Pref(u)) N Suff(v) which implies §(w) <4 wv. Thus uv ¢ Dg(1), which is a
contradiction to the assumption that L2\Lé2) C Dy(1). We will reach a similar
contradiction if we assume that w’ € 6(Pref(v)) N Suff(u). Thus, §(Pref(u)) N
Suff(v) = @ and 6(Pref(v)) N Suff(u) = @ for every u,v € L, (u) # v and L C
Dy(1), i.e. L is 6-non-overlapped. a

We will illustrate Proposition 10 with the following example.

Ezample 5 Let ¥ = {A,C, G, T} and 6 be a morphic involution such that (A) =
T, 0(G) = C and viceversa. Let L = {AG, GACG}, which is a -non-overlapped
language. Then L C Dy(1) and

LALY? = {AGAG, AGGAGC, GAGCGAGC, GAGCAG} € Dy(1).

Proposition 11 Let L C X7 be a 0-non-overlapped language and let w € L™ for
some m > 1. If there exists uw € X+ such that w <% w, then u € L*(0(L))’ for
some 1 < 14,73, <m.

Proof Let w € L™, ie.,, w = wiws...wn for some wi,ws,...wn € L. Let
u € X7 be such that u SZ w. Then there exist 1 < [ < m such that u =
w1 ... wj—1u1, where u1 € Pref(w;). Thus u; §Z Wy ... W Similarly, there exist
I < k < m such that 0(u1) = uaWk41 ... wm where uz € Suff(wy) which implies
ur = 0(u2)f(wi41) - .. O(wm). Now, since 0(u2) <p u1 <p w; and uz <; wg, we
will get O(u2) <4 wywy. Since by Proposition 10, L2\L§2) C Dy(1), wi = 6(wy).
Also, since L,0(L) C Dg(1), wr = 0(w;) = uz. Thus,

U=wi...wWr—1U1
=w1 ... w—10(u2)0(wiy1) ... 0(wm)
= w1 ... w_1wh(wpi1) ... 0(wm) € L'(O(L)™ .
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For a word u € X7,
IN(u) = {v € £ |u = zvy for some z,y € T*}.

The following result shows the relationship between the length of an infix of a
f-periodic word and the number of borders as well as 6-borders of such infix, for
morphic involutions 6.

Proposition 12 Let u,v € X7 and 0 be a morphic involution. If v € Dg(i1) N
D(iz) with i = i1 + 12 forii,iz > 1 and v € IN(uiuz ... um) where up = u if k is
odd and uy, = 0(u) if k is even for 1 <k <m and m > i, then |v| < |u’|.

Proof Let us assume that |v| > |u’|. Then there is an integer i < j < m such that
lu/| < |v] < |u/Tt|. Hence, v is of the form v = (viv2...v;)v" where |v| = |ul,
1 <1< j,and v € X, |v/| < |u|. Since, v is an infix of a word of the form
ULU2 . . . Uy, Where up, = u if k is odd and ug = O(u) if k is even for 1 < k < m,
there exists a word w € X, |w| = |u|, such that v; = w if | is odd and v; = (w)
if [ is even, 1 < I < j. Furthermore, if j is odd, then v’ <, §(w) and if j is even,
then v" <, w. We have the following two cases to consider.

Case 1: j is odd. Then v = (wd(w)wd(w)...w)d(w’) for w = w'a where
w' € ZT and o € X*. This implies, v = (v’ af(w')0(a) ... w a)f(w’).

Thus, \, w’, (viv2)w’, ..., (vive ... vj—1)w’ € LY(v) which implies v (v) = #
Also, A\, v10(w’), (v1v2v3)8(w’),. .., (viv2...vj—2)0(w') € La(v). This implies
vq(v) = ng.

Hence, v (v) +va(v) = % + % = j+2>i+2 >4, which is a contradiction.
Case 2: j is even. Then v = (wh(w)wd(w)...0(w))w"” for w = w'’B where
w” € X% and B € X*. This implies, v = (w”B0(w")0(B) ...0(w")0(B))w".
_+2Thus, Aw” | (viv2)w”, ..., (vive .. vj_2)w” € Lg(v) which implies v4(v) =
J
’ Also, A, v10(w"), (vivavs)0(w”), ..., (vive ... vj—1)0(w”) € Lgf(v). This im-
plies v4(v) = #
Hence, v (v) +vq(v) = % + % = j+2>i+2 >4, which is a contradiction.
Since both the cases lead to a contradiction, |v| < |u’|. O

We conclude with a preview of possible generalizations of this research to cases
where 0% = I over X or, more generally, where " = I over X. In [19] it was shown
that, for a morphic involution 6, the set of all #-bordered words over X' is not
context-free. The following results shows that this holds also for the case of a
morphism @ with the property that 6(a) # a for all a € X and 6° equals the
identity on X with |X| > 3.

Proposition 13 If |X| > 3, 6 is a morphism such that 6°> = I on ¥ and 0(a) # a
for all a € X, then the set of all 0-bordered words over X is not context-free.

Proof Let a € X. Now, since a # 6(a) there exists ¢ € X' such that 6(a) = c. By
the same argument there exists b € X such that 6(c) = b. Since, 6% = I, 6(b) = a.

Assume that L is context-free. Let n be the constant defined by pumping
lemma, for context-free languages. Let wy = ¢ ta™ 1" 1™+ which is clearly a
f-bordered word. By the pumping lemma, there is a decomposition w1 = azxvyf
such that |zvy| < n, |zy| > 1 and for all i > 0, w; = az’vy’S € L. Since w; begins
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with ¢ for any ¢ > 0, every #-border z of w; has the property z = cu for some
ue Xt

Case 1: zvy is a subword of ¢ of wi. In this case, since w; has the
suffix ¢" 1, 0(z) € bX*c" 1. (0(2) cannot begin with ¢ or a because in those cases
z would begin with a or b respectively, which is not possible.) Hence, z € ¢X*a™ .
If neither & nor y contains any as which means zvy is a subword of ¢™ ! of wi,
we get w; = ¢™a" Tt for i > 2 and m > n + 1. But then, z = ¢™a" !
which further imply that 6(z;) = b™ "', which is a contradiction since w; does
not contain m consecutive bs. Hence, either x or y must include at least one letter
a. But this would imply that wo has at most n letters a which is a contradiction
since it has z = cua™t! for some u € X* as its §-border.

Case 2: zvy is a subword of a™ 16" ! of w. In this case, since w; has the
suffix ¢" 1, 0(2) € bX*c" . Hence, 2z € ¢X*a™ " . If neither = nor y contains any
bs which means zvy is a subword of a™*! of w1, we get wo = " la*p" 1™t for
k < n, which means that wo has at most n letters a which contradicts the fact
that wo has zo = cua™! for some u € X* as its 6-border. Hence, either z or y
must include at least one letter b. But then, wo = M Hlatpkentt ¢ Lfork<n+1
and [ <n+ 1 since k <n+1, " t1a! cannot be a #-border of wy. Hence we have
reached a contradiction

Case 3: xvy is a subword of of wi. In this case, since w; has pre-
fix ", 2z € ¢""'X*a. (2 cannot end with ¢ or b because in those cases 0(z2)
would end with b or a which is not possible.) Hence, 0(z) € b™ ™' X*c. If neither
x nor y contains any cs which means zvy is a subword of b"*! of wy, we get
wo = gLk ntl g 1! < n, which means wo ¢ L which is a contradiction,
because, ¢"T1a”T! cannot be a #-border of w; due to the fact that ¥’ < n. Hence,
either z or y must include at least one letter c¢. But then, w; = v Hlgntlpd i’ ¢ L
for j >n+1,7' >n+1and i > 2 since ¢"Ta"T! cannot be a 6-border of w;
because j' > n 4 1. Hence, we have reached a contradiction.

Lastly, since |zvy| < n, we have that zvy can also not be a subword of

n+1an+1

bn+1 cn+1

Cn+1an+1bn+1 or an+1bn+lcn+1.
Since all the cases lead to a contradiction, our assumption was incorrect and
hence L is not context-free. a

In general, the set of all #-bordered words, Bp, is not context-free for any
morphism 6 such that there exists n > 2 with 6"(a) = a for all a € X. The
idea of the proof, [24], is to consider such a morphism and a letter a € X
such that 6"(a) = a for n > 1 and 6°(a) # a for all 0 < i < n. Now, con-
sider the set S = Bg Nat0(a)T0%*(a)"...0" Y(a)Ta™. If w € S, then w =
a’(0(a))™ (0%(a))®2 ... (6" (a))"~1 (0" (a))’ where im > 1 for 1 < m < n. Let
v € YT be such that v <% w. Thus,

0(v) = (0(@))’ (6%(a))™ ... (67" (@)~ (6" (a))™
for j < i1. Also, v = a®(6(a))" (6%(a))® ... (0" (a))* for k < in_1. This implies
0(v) = (0(a)™(6%(a)™ ... (0" (a))""2(6" ()"

Thus, the comparison of expressions for 8(v) yields, io = j < i1, i1 = 12 = i3 =
... =1p—2 =in—1 and in, = k < i,—1. Hence,

S = {a"(0(a)' (6°(a))" ... (0"~ (a))'a" liv,in <1}
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which is clearly not a context-free language. Thus, if we consider any word from the
set S, it will clearly be a #-bordered word and hence the set By is not context-free.

7 Conclusions

This paper continues the exploration of properties of §-bordered (pseudo-bordered)
words and @-unbordered words for the case where 6 is a morphic involution. We
prove, under certain conditions, the disjunctivity of the language of words with
exactly 7 6-borders, for all 4 > 1, and also that the set Dj(1)\ D(i) of the language of
words which consist of catenations of ¢ 8-unbordered words, but which do not have
exactly ¢ borders, is disjunctive for all ¢ > 2. Further directions of research include
generalizations of these and similar results for morphism or antimorphisms 6 with
the property that ™ equals the identity function on X' for an arbitrary n > 3.
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