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A computer scientist’s guide to molecular biology

L. Kari, R. Kitto, G. Gloor

Abstract In this paper, we explain the basic structure and
properties of both single- and double-stranded DNA in
vivo (in living organisms). We also review the first in vitro
(test tube) experiment that solved a mathematical prob-
lem, The Directed Hamiltonian Path Problem, by manip-
ulating DNA strands. Lastly, we give a list of bio-operations
that have so far been used in DNA computation.
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1

Introduction

Single-stranded DNA is a string built of a succession of
four different building blocks, called bases. The bases are
abbreviated A, C, G, T and they are the letters of the al-
phabet used to write the genetic information that dictates
the growth and development of virtually all living beings.
In the same way that the English alphabet can be used to
write either a Shakespeare play or an instruction manual
for a cell-phone, the order in which the bases are arranged
on a DNA strand will determine its information content.
This information content will, in turn, determine whether
the organism developing from it will be, say, a mouse or a
human being.

Lately, the DNA alphabet has been used for a different
purpose: to encode inputs, intermediate data and outputs to
computations. Indeed, the four DNA letters are enough to
express any information under a suitable encoding, and in
November 1994 Adleman [1] reported the first experiment
that used these possibilities for computational purposes.

Adleman’s experiment, solving a mathematical problem
by manipulations of DNA strands in test tubes, marked the
beginning of a new field known under the name of mo-
lecular computing, biomolecular computing or DNA com-
puting. Being a field at the crossroads of computer science
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and molecular biology, research in this field requires basic
knowledge of both. The present paper is meant to assist a
computer scientist interested in DNA computing. By its
very nature, the paper is schematic rather than complete,
and tries to compress in a few pages information that
could easily fill volumes. Rather than writing an exhaustive
exposition of all details, our aim has been to find the
highest-level possible description that still includes the
notions necessary for a basic understanding of DNA and
how it works.

Section 2 explains the “syntax” of a DNA strand, i.e. the
structure of single- and double-stranded DNA. Section 3
aims to explain the “semantics” of a DNA strand, i.e. how
the cell extracts the genetic information out of the DNA
sequences and how it uses this information to synthesize
proteins. Section 4 briefly outlines Adleman’s in vitro
experiment. Finally, Section 5 lists the molecular biology
techniques that have so far been proposed and actually
used for computational purposes.

For further information on DNA computing and molecu-
lar biology the reader is referred to [7, 11, 16-18, 20, 24].

2

The DNA molecule

DNA is the genetic material that dictates the growth and
development of virtually all life on this planet. Although
DNA has been shaping life on Earth for billions of years,
our knowledge of its form and structure has developed
almost exclusively in the last half century. An early insight
into the nature of our genetic material was Schrédinger’s
1944 observation that our genes must essentially be an
aperiodic crystal [22]. He argued that genes need a crys-
talline structure to give them their apparent strength and
stability, but that they must also be aperiodic to be able to
store the tremendous amount of information that they do.
In the early 1950s, James Watson, Francis Crick and
Maurice Wilkins claimed that DNA in vivo (in natural
state) has a double-helical shape [23]. This double helix
both fits Schrédinger’s prediction of an aperiodic crystal
and is the actual form of the molecule.

A double helix of DNA (deoxyribo-nucleic acid) is made
from two single strands of DNA, each of which is a chain
of nucleotides. A nucleotide is an organic structure with
three basic parts: a phosphate group, a 5-carbon sugar
group, and a nitrogenous side group. The nitrogenous side
group is more commonly called a base. Four different
nucleotides occur in DNA: adenosine (containing an
adenine base), guanosine (containing a guanine base),
thymidine (containing a thymine base) and cytidine
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(containing a cytosine base), abbreviated A, G, T, and C,
respectively. The four DNA nucleotides differ only in their
bases - the sugar and phosphate groups are the same for
each. Nucleotides can be joined together in a linear chain
to form a single strand of DNA. A short single strand

of DNA consisting of up to 20 nucleotides is called an
oligonucleotide.

An oligonucleotide has a backbone of alternating sugar
and phosphate groups with one of the four bases bound to
each sugar group. The sugar group is made up of atoms
joined in a ring-like pentagonal structure. One corner on
this ring contains an oxygen atom, while the other four
contain carbon atoms, labelled 1’ through 4’ clockwise
starting from the oxygen atom. The 4’ carbon atom on the
ring is bound to a fifth carbon atom that is labelled 5. To
summarize, the carbon atoms are labelled 1’ through 5’
depending on their positions. New molecules bind to
carbon atoms at different locations and, therefore, the la-
bels are also used to show where a particular molecule
binds to the sugar ring. For example, a 5’ phosphate group
is a phosphate group bound to the 5’ carbon atom of the
sugar ring. The backbone of alternating sugar and phos-
phate groups gives an oligonucleotide a polarity, i.e. it has
two distinct ends. One end is a 5 phosphate group, and the
other end is a sugar group. In DNA, the sugar group is
2’ deoxyribose (a deoxyribose which does not have a
hydroxyl group OH linked to the 2’ carbon). The last sugar
group in the nucleotide chain contains a 3’ hydroxyl
group and, therefore, this end of a DNA strand is called
the 3’ end.

An oligonucleotide can be formally represented by its
sequence of bases and its polarity, i.e. by a string of letters
from the alphabet {A, G, C, T}. For example, 5'CAG is a
DNA strand where nothing is bound to the phosphate
group of a cytidine molecule, the sugar group of the cy-
tidine molecule is bound to the phosphate group of an
adenosine molecule, the sugar group of that adenosine is
bound to the phosphate group of a guanosine molecule,
and nothing, except a guanine base, is bound to the sugar
group of the guanosine molecule. Although this oligonu-
cleotide could be represented equivalently by 3'GAC, the
convention is to use the 5'-sequence representation.

Each nucleotide in DNA has a complement: A and T are
complementary, and G and C are complementary. Oligo-
nucleotides also have complements, resulting from the
complementarity of their respective nucleotides. A given
oligonucleotide is complementary to another oligonucle-
otide with opposite polarity in which opposing bases are
complementary. Thus, for example, the complement of
5'CAG is 3'GTC, and the complement of 5 TGGC is
3’ACCG.

Complementary oligonucleotides are attracted to each
other. Under the right conditions (temperature, pH, oli-
gonucleotide length, etc.), two complementary oligonu-
cleotides form a double-stranded DNA molecule. The two
strands of DNA are held together by bonds between the
different bases, and the two sugar-phosphate backbones
wind around the outside of the bound bases in a double
helix in which the two backbones run in opposite, but
parallel directions. The bonds holding the complementary
nucleotides together are a combination of van der Waals

(i.e. hydrophobic) forces and hydrogen bonds, with two
hydrogen bonds forming between each A-T pair, and
three hydrogen bonds between each C-G pair.

Ribonucleic acid (RNA) is another genetic molecule
which is similar to DNA. RNA is also a chain of nucleo-
tides, and a strand of RNA has both a 3’ end and a 5’ end.
The sugar group of an RNA nucleotide contains one more
oxygen atom than the sugar group of a DNA nucleotide,
located at the 2’ position. The phosphate group in an RNA
nucleotide is identical to the phosphate group in a DNA
nucleotide, and three of the four RNA bases, adenine,
cytosine, and guanine, are identical to their DNA coun-
terparts. The fourth RNA base is uracil, abbreviated U,
which is similar to, but distinct from, thymine.

In RNA, C is complementary to G, and U is comple-
mentary to A and G. Furthermore, a strand of RNA can
bind to a strand of DNA in the same way that two com-
plementary strands of DNA bind, except that in RNA U
takes the place of T as the complement of A, and is also
complementary to G. RNA is important for understanding
how meaning is extracted from DNA, which will be
explained in the next section.

In eukaryotic cells, DNA is found in the nucleus of a
cell - a small region towards the centre of the cell,
separated from the rest of the cell by a thin membrane.
Prokaryotic cells do not have a separate membrane-bound
nucleus. RNA is found both in the nucleus and in the
cytoplasm - the region of the cell where protein synthesis
occurs.

3

The natural information content of DNA

The previous section outlined the structure of the DNA
molecule, and noted that a DNA molecule can be repre-
sented by a string over the alphabet {4, G, C, T} with a
polarity. Although strings over {A, G, C, T} (with a po-
larity) do unambiguously represent DNA molecules, this
representation does not really show the natural meaning
or function of a strand of DNA. How a cell actually uses its
DNA is a complicated procedure, and we will only give a
high-level overview of the process here.

According to the latest theories, there are two broad
classes of DNA interspersed along a DNA strand repre-
senting a human chromosome: spacer DNA and coding
DNA. Although roughly 95% of our DNA is spacer DNA,
we will concentrate on the coding DNA. The reason is that
the coding DNA is the region where the genetic informa-
tion used to produce proteins or RNA molecules is stored,
whereas at least some of the spacer DNA is used to regulate
the flow of this information. To use the analogy presented
in [18], DNA can be viewed as a text, where the contents of
this text describe how an organism will develop. The
words of this text are the coding DNA, and the spacer DNA
works as molecular punctuation, dictating which words
will be read and translated at a particular time and place.
Using this metaphor, we can say that spacer DNA is also
the the binding, end pieces, chapter headings and list of
abbreviations of the book.

The meaning of a word of this text (i.e. of a section of
coding DNA) is given by the sequence of the RNA or
protein molecule it encodes. These molecules fold into



three dimensional shapes that determine their function.
Since translating a section of DNA into a protein molecule
involves making a strand of RNA, we will focus on ex-
plaining how DNA is translated into a protein molecule.
Proteins control virtually all inter- and intra-cellular
activity, which in turn govern the development and
maintenance of all cell-based organisms. Consequently,
understanding how proteins are made from the templates
given by the sections of coding DNA is essential for un-
derstanding the meaning and function of DNA in vivo.

We will describe this process in eukaryotic cells. The
basic mechanisms are similar in prokaryotes. There are
three main phases involved in translating a section of DNA
into its associated protein. These phases are transcription,
editing and binding the transcript, and translation. Before
transcription can take place, it is necessary to activate the
regulatory region beside the gene.

3.1

Transcription

The regulatory region is non-coding DNA which is acti-
vated by the binding of a specific combination of proteins.
Without these proteins, the gene remains silent (i.e. cannot
be translated). However, if the correct regulatory proteins
are present in the cell, they bind to the regulatory region
and this initiates the translation process.

The first stage is transcription, which essentially involves
making a disposable copy, or transcript, of the gene, out of
RNA. Once the regulatory region has been activated, the
RNA polymerase! can begin its job of making a transcript.

The RNA polymerase starts at one end of the gene, and
twists the double helix slightly to unwind it and expose
about 12 bases, separating them from their counterparts
on the other strand. This unwinding allows the RNA
polymerase to begin forming a chain of RNA bases com-
plementary to one of the two DNA strands by stepwise
addition of nucleotides to the 3’ end of the growing RNA
strand. The RNA polymerase is structured such that it can
travel along the gene, unwinding the double helix in front
of it, and allowing the DNA to return to its normal shape
behind it.

In this manner, the RNA polymerase moves along the
gene, creating a single strand of RNA (the transcript)
which is complementary to one of the strands of DNA in
the gene. At the end of each gene there is a stop sequence,
which forces the RNA polymerase to detach itself both
from the DNA, which winds back into a complete double
helix, and from the newly created transcript, which is now
completed. This transcript therefore contains a copy of the
sequence information which was present in the original
gene.

3.2

Editing

While the transcript is still in the nucleus of the cell, it
needs to be edited and bound, a process which turns it into
messenger RNA (mRNA). The reason for this stage is that a
given gene, and hence any transcript created from it,

1 RNA polymerase is an enzyme, already present in the nucleus of
the cell, which makes the transcript.

contains some spacer DNA, and may also contain some
other information which is not useful for that particular
cell. For example, a gene which encodes a protein necessary
for muscle development might contain DNA sequences
necessary for making several different types of muscle
mass. This is an efficient use of DNA, since much of the
information is the same regardless of what type of muscle is
to be made, but unless the unnecessary parts are removed,
the protein required by a particular cell is not made.

In the nucleus of each cell there is a collection of RNA-
protein complexes called SNRPs (small nuclear ribonu-
cleo-proteins). Each of these SNRPs binds to a specific
RNA sequence and removes it, rejoining afterwards the
two remaining pieces of the transcript. Thus, returning to
the muscle example, the SNRPs would remove all the
information specific to making proteins for other types
of muscle development, as well as the parts of transcript
which were copied from the spacer DNA in the original
gene. The SNRPs would leave intact the generic protein
coding information and the RNA sections relevant for
muscle development in that particular cell at that partic-
ular time. This also shows that the eventual meaning of a
section of DNA depends both on its actual sequence of
base pairs, and on the environment (i.e. the proteins
present) in the nucleus of its cell.

Before the SNRPs have edited out the sections of the
transcript that are not useful in that particular cell, other
proteins in the nucleus add a 5'-chemical cap to one end of
the transcript. Then after the editing, a string of As (a tail)
is added to the other end of the transcript. This process of
adding the cap and tail to the transcript is called binding
the transcript. At this point, the edited and bound tran-
script, called messenger RNA (mRNA), can be moved out
of the nucleus into the cytoplasm for the actual translation
to begin.

The nucleus of the cell is separated from the cell body
by a semi-permeable membrane. By itself, the mRNA
cannot pass through this membrane into the cytoplasm.
However, once it has been bound, certain proteins can
attach to the cap and tail of the mRNA and move it
through the membrane into the cytoplasm for translation.

3.3

Translation

The cytoplasm uses three types of molecules for transla-
tion: ribosomes, amino acids, and transfer RNAs (tRNA).
In any healthy cell there is an ample supply of each of
these molecules.

Translation is the cell’s method for using the genetic
code to form the protein (sequence of amino acids) spec-
ified by the mRNA. There are 64 possible three-nucleotide
sequences of RNA (4 x 4 x 4), and each of these is called a
codon. Three of these codons are stop codons, which
indicate the end of the mRNA, and each of the other 61
codons correspond to one of the 20 amino acids. Thus, on
average, there are about three different codons corre-
sponding to each amino acid. This correspondence be-
tween the codons and their associated amino acids is
called the genetic code.

The ribosome is the macro-molecule that assembles the
chain of amino acids into the protein molecule which
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corresponds to a strand of mRNA. By themselves, amino
acids do not bind to the mRNA; the transfer RNA (tRNA)
is necessary to form a temporary bond between codons
and their associated amino acids as the protein is
synthesized by the ribosome.

Each tRNA binds simultaneously to a codon and one
amino acid.”> Many tRNA molecules can recognize more
than one codon, but each codon corresponds to the same
amino acid. Indeed, the enzyme aminoacyl-tRNA synthe-
tase binds a tRNA to its associated amino acid, and it
performs this binding in such a way that exactly three
bases of the tRNA (called an anticodon) are exposed. The
amino acid and the tRNA to which it is bound are referred
to as an aminoacyl tRNA.

When the mRNA enters the cytoplasm, it is enveloped
by the ribosome such that six mRNA bases (two codons)
are exposed. The ribosome holds the mRNA like this until
two anticodons (on two aminoacyl tRNA molecules) have
bound to each of these codons. When the anticodons on
two tRNAs have bound to the two exposed codons on the
mRNA, a bond forms between the amino acid molecules
that are attached to each of the tRNAs. The chemical bond
is formed by peptidyl transferase between the two amino
acids such that the amino acid closer to the mRNA cap
(the 5’ end) is displaced from its tRNA and bound to the
amino acid closer to the mRNA tail (the 3’ end). The tRNA
closer to the tail now joins the dipeptide (a chain of amino
acids of length two) to the mRNA.

At this point, the ribosome shifts three bases along the
mRNA, towards the mRNA tail. Because only six bases of
the mRNA are exposed at any one time by the ribosome,
this shift dislodges the first tRNA (which is no longer at-
tached to an amino acid) from the mRNA, and exposes the
next codon on the mRNA. The two amino acids are still
bound to each other, and one of them is also attached to its
tRNA, which is still attached to the mRNA. This is the be-
ginning of the chain of amino acids which is being formed.

After the empty tRNA is detached from the mRNA, the
anticodon on a third tRNA, which is attached to the ap-
propriate amino acid, binds to the newly exposed codon
on the mRNA. After the third tRNA binds to the mRNA,
peptidyl transferase forms a bond between the dipeptide
and the amino acid bound to the third tRNA which is
closer to the mRNA tail. This forms a tripeptide bound to
this tRNA.

The ribosome continues shifting along the mRNA, one
codon at a time, until it encounters one of the three stop
codons. Until then, the process is the same at each step:
shifting one codon along the mRNA, dislodging one
tRNA and exposing a new codon for a new tRNA to
bind to. As the new tRNAs bind to the mRNA, their
amino acids also bind to the growing chain of amino
acids, and even when the tRNA is dislodged by the
ribosome, its amino acid remains part of the chain. As
the chain of amino acids grows, it begins folding into
the three-dimensional shape which ultimately is the
meaning of the original gene.

2 Thus there are distinct tRNAs which correspond to the 61
coding codons and they ensure that the correct amino acid is
bound to the codon specified by the genetic code.

When the ribosome encounters one of the three stop
codons in the mRNA (UGA, UAA or UAG), the end of
translation is signaled. At this time, the chain of amino
acids is detached from the tRNA, from the ribosome,
and from the mRNA, and finishes folding into its three-
dimensional shape. This chain of folded amino acids
constitutes the protein that represents the actual meaning
of the gene that was being translated, in the specific en-
vironment or context of the cell it was in. Depending on
the protein created, it may stay in the cell where it was
made and serve some purpose there, or it may travel to
some other cell. In either case, once the string of amino
acids detaches itself from the ribosome and folds into its
shape, the translation of the gene is complete.

34

Summary

To briefly summarize, the three stages involved in ex-
tracting meaning from DNA in vivo are transcription,
editing and binding the transcript, and translation. Be-
fore transcription can occur, certain regulatory proteins
must bind to the regulatory region beside the gene. Once
they do, RNA polymerase makes a temporary copy, or
transcript, of the gene out of RNA. This transcript
contains more information than is useful for any
particular cell at a particular time, and certain sections
must be removed. This is accomplished by enzymes in
the cell nucleus, and constitute the editing and binding
stage.

Finally, the edited and bound transcript, which is now
mRNA, is moved out of the nucleus into the cytoplasm for
translation. In this stage, the ribosome synthesizes a chain
of amino acids which corresponds to the mRNA as spec-
ified by the genetic code. Once this chain of amino acids is
complete, it separates from the ribosome, and finishes
folding itself into a three-dimensional shape. This folded
protein is the meaning of the original gene, in that
environment.

4

Adleman’s in vitro experiment

One of the most important motivations for computing
with DNA comes from its size: a single nucleotide consists
of approximately 50 atoms, and therefore a huge amount
of information could be stored in very little DNA. Indeed,
the DNA from a single human cell, which has a total length
of 2 m, is compactly packed in the 10~ m diameter cell
[7]. The human body consists of billions of individual cells
and DNA is the control-centre of each of them. (In [5] it is
estimated that a DNA-based memory of about 50 g of DNA
would have a memory capacity comparable to that of the
human brain.)

The practical possibilities of encoding information in a
DNA sequence and of manipulating DNA strands in vitro
(in the test tube) were used in [1] to solve a 7-node in-
stance of the directed Hamiltonian path problem. A di-
rected graph G with designated vertices vi, and v, is said
to have a Hamiltonian path if and only if there exists a
sequence of compatible one-way edges e, e, ..., e, (that
is, a path) that begins at v;,, ends at v,y and enters every
other vertex exactly once.



The following (non-deterministic) algorithm solves the
problem:

Step 1. Generate random paths through the graph.

Step 2. Keep only those paths that begin with v;, and end
with voyu.

Step 3. If the graph has n vertices, then keep only those
paths that enter exactly n vertices.

Step 4. Keep only those paths that enter all of the vertices
of the graph at least once.

Step 5. If any paths remain, say YES; otherwise say NO.

In the following, we shortly describe the DNA experiment
that implements this algorithm. A detailed explanation
of the molecular procedures involved will follow in
Section 5.

To implement Step 1, each vertex of the graph was
encoded into a random 20-nucleotide strand (20-letter
sequence) of DNA that was synthesized. Then, for each
(oriented) edge of the graph, a DNA sequence was syn-
thesized consisting of the second half of the sequence
encoding the source vertex and the first half of the
sequence encoding the target vertex.

By mixing together single strands encoding the edges
and single strands encoding complements of vertices, DNA
sequences corresponding to compatible edges were linked
together. Indeed, by construction, a complement of a
vertex strand would bind to both a strand encoding an
edge entering the vertex, and a strand encoding an edge
exiting the vertex. Hence, the ligation reaction resulted in
the formation of DNA molecules encoding random paths
through the graph.

To implement Step 2, the product of Step 1 was am-
plified by polymerase chain reaction (PCR). Thus, only
those molecules encoding paths that begin with v;, and
end with v,y were amplified.

For implementing Step 3, a technique called gel elec-
trophoresis was used, that makes possible the separation of
DNA strands by length. Thus, only molecules encoding
paths of the desired length (any candidate to the Hamil-
tonian path has to pass through each vertex and therefore
has to have a certain length) were retained.

Step 4 was accomplished by iteratively using a process
called affinity purification. This process permits the
extraction from a pool of DNA strands of only those
strands that contain a given pattern as a subsequence. By
repeatedly applying this process, strands were retained
that contained as a subsequence the encoding for the first
vertex, second vertex, and so on, until only those paths
that pass through all vertices remained.

To implement Step 5, the presence of a molecule en-
coding a Hamiltonian path was checked. This was done by
amplifying the result of Step 4 by PCR and then deter-
mining the DNA sequence of the amplified molecules.

5

DNA as a computational tool

The preceding section showed how a mathematical prob-
lem can be solved by encoding information in DNA
strands and using some molecular biology procedures to
perform computational steps. In the following, we list
some of the molecular biology techniques that have so far

been proposed or used for performing computations
([10, 12, 14, 25]):

- Synthesizing a desired polynomial-length strand, [I,
10]. In standard solid-phase DNA synthesis, a desired
DNA molecule is built up nucleotide by nucleotide on
a support particle in sequential coupling steps. For
example, the first nucleotide (monomer), say A, is
bound to a glass support. A solution containing C is
poured in, and the A reacts with the C to form a two-
nucleotide (2-mer) chain AC. After washing the excess
C solution away, one could have the C from the chain
AC coupled with T to form a 3-mer chain (still
attached to the surface) and so on.

- Mixing pour the contents of two test tubes into a
third one to achieve union [2, 10]. Mixing can be
performed by rehydrating the tube contents (if not
already in solution) and then combining the fluids
together into a new tube, by pouring and pumping
for example.

- Annealing bind together two single-stranded comple-
mentary DNA sequences by cooling the solution. (See
[6, 10, 26].) Annealing in vitro is also known as hy-
bridization.

- Melting break apart a double-stranded DNA into its
single-stranded complementary components by heat-
ing the solution. (See [6, 10, 26].) Melting in vitro is
also known under the name of denaturation.

- Extracting those strands that contain a given pattern
as a substring by using affinity purification [1, 10].
This process permits single strands containing a given
subsequence v to be filtered out from a heterogeneous
pool of other strands. After synthesizing strands
complementary to v and attaching them to magnetic
beads, the heterogeneous solution is passed over the
beads. Those strands containing v anneal to the
complementary sequence and are retained. Strands
not containing v pass through without being retained.

- Separating the strands by size using gel electropho-
resis [1, 10]. The molecules are placed at the top of a
wet gel, to which an electric field is applied, drawing
them to the bottom. Larger molecules travel more
slowly through the gel. After a period, the molecules
spread out into distinct bands according to size.

- Cutting DNA double strands at specific sites by using
restriction enzymes. One class of enzymes, called
restriction endonucleases, recognizes a specific short
sequence of DNA, known as a restriction site. Any
double-stranded DNA that contains the restriction site
within its sequence is cut by the enzyme at that
location. (See [8, 10, 19].)

- Ligating paste DNA strands with compatible sticky
ends by using DNA ligase. A DNA double-strand can
either have blunt ends, i.e. be fully double-stranded or
can be partially double-stranded, i.e. it can have sin-
gle-stranded overhanging ends (called sticky ends) at
one or both of its extremities. The enzyme DNA ligase,
joins together, or ligates, the end of a DNA strand to
another strand. DNA ligase either ligates two blunt-
ended double strands or two strands with compatible
sticky ends. (See [8, 10, 26]).
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Marking single strands by hybridization: comple-
mentary sequences are attached to the strands, making
them double-stranded. The reverse operation is
unmarking of the double strands by denaturing, that
is, by detaching the complementary strands. The
marked sequences are double-stranded while the un-
marked ones are single-stranded [4, 10, 15, 21].
Destroying the marked strands by using exonucleases
[10, 15]. Using enzymes called exonucleases, either
double-stranded or single-stranded DNA molecules
may be selectively destroyed. The exonucleases chew
up DNA molecules from the end in, and exist with
specificity to either single-stranded or double-
stranded form. Another method for destroying
marked strands is by cutting all the marked strands
with a restriction enzyme and removing all the intact
strands by gel electrophoresis [4, 10].

Amplifying (copying) make copies of DNA strands by
using the polymerase chain reaction (PCR), that uses
the DNA polymerase enzyme [1, 10]. The DNA
polymerases perform several functions including rep-
lication of DNA. The replication reaction requires a
guiding DNA single-strand called template, and a
shorter oligonucleotide called primer, that is annealed
to it. Under these conditions, DNA polymerase cata-
lyzes DNA synthesis by successively adding nucleo-
tides to one end of the primer. The primer is thus
extended in one direction until the desired strand that
starts with the primer and is complementary to the
template is obtained.

PCR is an in vitro method that relies on DNA poly-
merase to quickly amplify specific DNA sequences in a
solution. PCR involves a repetitive series of tempera-
ture cycles, with each cycle comprising three stages:
denaturation of the guiding template DNA to separate
its strands, then cooling to allow annealing to the
template of the primer oligonucleotides, which are
specifically designed to flank the region of DNA of
interest, and, finally, extension of the primers by DNA
polymerase. Each cycle of the reaction doubles the
number of target DNA molecules, the reaction giving
thus an exponential growth of their number. (See [2, 4,
13]).

Substituting substitute, insert or delete DNA se-
quences by using PCR site-specific oligonucleotide
mutagenesis (see [9, 10]). The process is a variation of
PCR in which a change in the template can be induced
by the process of primer modification. Namely, one
can use a primer that is only partially complementary
to a template fragment. (The modified primer should
contain enough bases complementary to the template
to make it anneal despite the mismatch.) After the
primer is extended by the polymerase, the newly ob-
tained strand consist of the complement of the tem-
plate in which a few nucleotides have been substituted
by other, desired ones.

Detecting and Reading given the contents of a tube,
say YES if it contains at least one DNA strand, and
NO otherwise [1, 2, 10]. PCR may be used to amplify
the result and then a process called sequencing is
used to actually read the DNA strands in solution.

The basic idea of the most widely used sequencing
method is to use PCR and gel electrophoresis.
Assume we have a homogeneous solution, that is, a
solution containing mainly copies of the strand we
wish to sequence, and very few contaminants (other
strands). For detection of the positions of As in the
target strand, a blocking agent is used that prevents
the templates from being extended beyond As during
PCR. As a result of this modified PCR, a population
of subsequences is obtained, each corresponding to a
different occurrence of A in the original strand.
Separating them by length using gel electrophoresis
reveals the positions where A occurs in the strand.
The process can then be repeated for each of C, G,
and T, to yield the sequence of the strand. Recent
methods use four different fluorescent dyes, one for
each base, which allows all four bases to be processed
simultaneously. As the fluorescent molecules pass a
detector near the bottom of the gel, data are output
directly to an electronic computer.

The procedures listed above (know also under the name of
bio-operations), and possibly others, can then be used to
write biomolecular programs which receive a tube con-
taining DNA strands as input and return as output either
YES or NO or a set of tubes. A computation consists of a
sequence of tubes containing DNA strands.

Besides the novelty of the approach, and in spite of the
technical difficulties that arise from the error rates of bio-
operations [10], there are several reasons why computing
with DNA might have advantages over electronic com-
puting. These include memory capacity, massive paral-
lelism, and power requirements. Indeed, one gram of
DNA, which when dry would occupy a volume of ap-
proximately one cubic centimetre, can store as much
information as approximately one trillion CDs [3].
Moreover, computing with DNA provides enormous
parallelism. In Adleman’s experiment, which was carried
out in one fiftieth of a teaspoon of solution [1], ap-
proximately 10'* oriented edges were simultaneously
concatenated in about one second [3]. It is not clear
whether the fastest available supercomputer is capable of
such a speed. Finally, as far as energy efficiency is con-
cerned, in principle one joule is sufficient for approxi-
mately 2 x 10" ligation operations, while existing
supercomputers operate in the significantly smaller range
of 10° operations per joule [3].

These practical incentives and the fascination of being
able to perform computations with biological means have
inspired many researchers to pursue the challenging topic
of DNA computing. It is anticipated that the pioneer
research in this field of intersection between computation
and biology will have great significance in many aspects of
science and technology. Indeed DNA computing sheds
new light onto the very nature of computation, and opens
vistas for computability models totally different from the
classical ones. In an optimistic way, one may think of an
analogy between the work of researchers in this area and
the work on finding models of computation carried out in
the 30s, which has laid the foundation for the design of
today’s electronic computers.
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